**BIOS6643 Homework 2 (Pseudo review) Fall 2019**

1. In 6612 you may have been told that for a class variable in a GLM or LMM, you need to pick one level as the reference, and that the estimates for other levels become a comparison to the reference. Using concepts of estimability in a less-than-full-rank model, prove that this is true. To make the argument, consider SAS’s approach to determining a g-inverse, such as we did in class.
2. Derive ![](data:image/x-wmf;base64,183GmgAAAAAAAIAEYAIACQAAAADxWAEACQAAA8gBAAACAIsAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAoAECwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///7r///9ABAAAGgIAAAUAAAAJAgAAAAIFAAAAFAJUARYDHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuACzZGACAk0B3gAFEd1MNZpAEAAAALQEAAAkAAAAyCgAAAAABAAAAiHkAAwUAAAAUAsABbgIcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4ALNkYAICTQHeAAUR3Uw1mkAQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAACgpUAEAAwUAAAAUAsABFgAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4ALNkYAICTQHeAAUR3Uw1mkAQAAAAtAQAABAAAAPABAQAMAAAAMgoAAAAAAwAAAFZhcpjqAMAAAAMFAAAAFALAAewCHAAAAPsCgP4AAAAAAAC8AgAAAKEAAgAQVGltZXMgTmV3IFJvbWFuACzZGACAk0B3gAFEd1MNZpAEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAADiKQADiwAAACYGDwAMAUFwcHNNRkNDAQDlAAAA5QAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYHRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIS8n8l8hjyEvR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPIfIKXyCiX0jyH0EA9BAPQPSPQX9I9BAPIaX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACAINWAAIAg2EAAgCDcgACAIIoAAIBh7IDBgAJAAIAgikAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQCQUw1mkAAACgA4AIoBAAAAAAAAAABc4xgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) in a full-rank linear mixed model, given the algebraic form of ![](data:image/x-wmf;base64,183GmgAAAAAAAEABYAICCQAAAAAzXQEACQAAA1QBAAACAH8AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAkABCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///7r///8AAQAAGgIAAAUAAAAJAgAAAAIFAAAAFAJUAVgAHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuACzZGACAk0B3gAFEd64UZvkEAAAALQEAAAkAAAAyCgAAAAABAAAAiHkAAwUAAAAUAsABLgAcAAAA+wKA/gAAAAAAALwCAAAAoQACABBUaW1lcyBOZXcgUm9tYW4ALNkYAICTQHeAAUR3rhRm+QQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAOJ5AAN/AAAAJgYPAPMAQXBwc01GQ0MBAMwAAADMAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABgdEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghLyfyXyGPIS9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA8h8gpfIKJfSPIfQQD0EA9A9I9Bf0j0EA8hpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIBh7IDBgAJAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAPmuFGb5AAAKADgAigEAAAAAAAAAAFzjGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA) that is obtained via ML estimation. NOTE: there are two types of variance, model-based and empirical (or sandwich ☺). The difference is whether the middle ‘V’ is determined via the model or using squared residual quantities; derive the model-based form. To answer this question, work with the ‘complete data’ form of ![](data:image/x-wmf;base64,183GmgAAAAAAAEABYAICCQAAAAAzXQEACQAAA1QBAAACAH8AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAkABCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///7r///8AAQAAGgIAAAUAAAAJAgAAAAIFAAAAFAJUAVgAHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuACzZGACAk0B3gAFEd64UZvkEAAAALQEAAAkAAAAyCgAAAAABAAAAiHkAAwUAAAAUAsABLgAcAAAA+wKA/gAAAAAAALwCAAAAoQACABBUaW1lcyBOZXcgUm9tYW4ALNkYAICTQHeAAUR3rhRm+QQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAOJ5AAN/AAAAJgYPAPMAQXBwc01GQ0MBAMwAAADMAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABgdEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghLyfyXyGPIS9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA8h8gpfIKJfSPIfQQD0EA9A9I9Bf0j0EA8hpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIBh7IDBgAJAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAPmuFGb5AAAKADgAigEAAAAAAAAAAFzjGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA).
3. For a linear mixed model that could either be full rank or less than full rank, for ![](data:image/x-wmf;base64,183GmgAAAAAAAEACAAIBCQAAAABQXgEACQAAA1EBAAACAIEAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAkACCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8AAgAAxgEAAAUAAAAJAgAAAAIFAAAAFAJgATQAHAAAAPsCgP4AAAAAAAC8AgAAAAAAAgAQVGltZXMgTmV3IFJvbWFuACzZGACUk0d1gAFLdSAUZgoEAAAALQEAAAkAAAAyCgAAAAABAAAATHkCARwAAAD7AoD+AAAAAAAAvAIAAAChAAIAEFRpbWVzIE5ldyBSb21hbgAs2RgAlJNHdYABS3UgFGYKBAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAA4nkAA4EAAAAmBg8A+ABBcHBzTUZDQwEA0QAAANEAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGB0RTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBEV1Y2xpZCBFeHRyYQASAAghLyfyXyGPIS9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA8h8gpfIKJfSPIfQQD0EA9A9I9Bf0j0EA8hpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIAh0wAAgCHsgMAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAogFGYKAAAKADgAigEAAAAAAAAAAFzjGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA) that is estimable, determine ![](data:image/x-wmf;base64,183GmgAAAAAAAIAFYAIBCQAAAADwWQEACQAAA/oBAAACAJAAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAoAFCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///7r///9ABQAAGgIAAAUAAAAJAgAAAAIFAAAAFAJUAR4EHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuACzZGACUk0d1gAFLdWwSZhkEAAAALQEAAAkAAAAyCgAAAAABAAAAiHkAAwUAAAAUAsABbgIcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4ALNkYAJSTR3WAAUt1bBJmGQQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAACgpWAIAAwUAAAAUAsABFgAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4ALNkYAJSTR3WAAUt1bBJmGQQAAAAtAQAABAAAAPABAQAMAAAAMgoAAAAAAwAAAFZhcjjqAMAAAAMFAAAAFALAAfICHAAAAPsCgP4AAAAAAAC8AgAAAAAAAgAQVGltZXMgTmV3IFJvbWFuACzZGACUk0d1gAFLdWwSZhkEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAABMKQIBHAAAAPsCgP4AAAAAAAC8AgAAAKEAAgAQVGltZXMgTmV3IFJvbWFuACzZGACUk0d1gAFLdWwSZhkEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAADiKQADkAAAACYGDwAVAUFwcHNNRkNDAQDuAAAA7gAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYHRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEERXVjbGlkIEV4dHJhABIACCEvJ/JfIY8hL0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQDyHyCl8gol9I8h9BAPQQD0D0j0F/SPQQDyGl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAACgEAAgCDVgACAINhAAIAg3IAAgCCKAACAIdMAAIBh7IDBgAJAAIAgikAAAD0CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AGWwSZhkAAAoAOACKAQAAAAABAAAAXOMYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=). A couple of tips: (a) the M-P inverse of a square symmetric matrix is also symmetric, (b) we know that ![](data:image/x-wmf;base64,183GmgAAAAAAAKAKYAIBCQAAAADQVgEACQAAA1oCAAACALUAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAqAKCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9gCgAAFwIAAAUAAAAJAgAAAAIFAAAAFAKgAXwEHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuACzZGACUk0d1gAFLdfwUZokEAAAALQEAAAoAAAAyCgAAAAACAAAAKCksAwADBQAAABQC9AAoBhwAAAD7AiD/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAs2RgAlJNHdYABS3X8FGaJBAAAAC0BAQAEAAAA8AEAAAoAAAAyCgAAAAACAAAAdHTeA8ABBQAAABQC9AA1CBwAAAD7AiD/AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB1ohQKuciUJwAs2RgAlJNHdYABS3X8FGaJBAAAAC0BAAAEAAAA8AEBAAkAAAAyCgAAAAABAAAALXTAAQUAAAAUAqABMAIcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAdfYUCvqomCcALNkYAJSTR3WAAUt1/BRmiQQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAD10AAMFAAAAFAIDAgwBHAAAAPsCIP8AAAAAAAC8AgAAAAAAAgAQVGltZXMgTmV3IFJvbWFuACzZGACUk0d1gAFLdfwUZokEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAABYdMABBQAAABQCoAE6ABwAAAD7AoD+AAAAAAAAvAIAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAs2RgAlJNHdYABS3X8FGaJBAAAAC0BAQAEAAAA8AEAAA8AAAAyCgAAAAAFAAAAUFhYWFgAKAOqAYIBXAIAA7UAAAAmBg8AXwFBcHBzTUZDQwEAOAEAADgBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGB0RTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBEV1Y2xpZCBFeHRyYQASAAghLyfyXyGPIS9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA8h8gpfIKJfSPIfQQD0EA9A9I9Bf0j0EA8hpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIAh1AAAwAbAAALAQACAIdYAAABAQAKAgSGPQA9AgCHWAACAIIoAAIAh1gAAwAcAAALAQEBAAIAg3QAAAAKAgCHWAACAIIpAAMAHAAACwEBAQACBIYSIi0AAAoCAIdYAAMAHAAACwEBAQACAIN0AAAAAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AifwUZokAAAoAOACKAQAAAAAAAAAAXOMYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=) (in a GLM) is unique, i.e., not dependent on the g-inverse used; it is also true that ![](data:image/x-wmf;base64,183GmgAAAAAAAKAJQAIACQAAAADxVQEACQAAAykCAAACALUAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAqAJCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9gCQAA9wEAAAUAAAAJAgAAAAIFAAAAFAL0AA8FHAAAAPsCIP8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuACzZGACUk0d1gAFLdaETZswEAAAALQEAAAkAAAAyCgAAAAABAAAAMXnAAQUAAAAUAqABWgEcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4ALNkYAJSTR3WAAUt1oRNmzAQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAACgpRwUAAwUAAAAUAvQABgMcAAAA+wIg/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4ALNkYAJSTR3WAAUt1oRNmzAQAAAAtAQAABAAAAPABAQAKAAAAMgoAAAAAAgAAAHR0+QXAAQUAAAAUAvQAlQQcAAAA+wIg/wAAAAAAAJABAAAAAQACABBTeW1ib2wAdZwSCp2omCcALNkYAJSTR3WAAUt1oRNmzAQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAAC0tmQLAAQUAAAAUAqABQAAcAAAA+wKA/gAAAAAAALwCAAAAAAACABBUaW1lcyBOZXcgUm9tYW4ALNkYAJSTR3WAAUt1oRNmzAQAAAAtAQAABAAAAPABAQAPAAAAMgoAAAAABQAAAFhYVlhYAKoBfAEhAlwCAAO1AAAAJgYPAF8BQXBwc01GQ0MBADgBAAA4AQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABgdEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRFdWNsaWQgRXh0cmEAEgAIIS8n8l8hjyEvR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPIfIKXyCiX0jyH0EA9BAPQPSPQX9I9BAPIaX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACAIdYAAIAgigAAgCHWAADABwAAAsBAQEAAgCDdAAAAAoCAIdWAAMAHAAACwEBAQACBIYSIi0CAIgxAAAACgIAh1gAAgCCKQADABwAAAsBAQEAAgSGEiItAAAKAgCHWAADABwAAAsBAQEAAgCDdAAAAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAMyhE2bMAAAKADgAigEAAAAAAQAAAFzjGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA) is unique in an LMM.
4. In a short paragraph, explain the difference between a general linear model (GLM; not a general*ized* linear model, which I denote with GzLM and which will be discussed more later) and a linear mixed model (LMM).
5. For the either the Dog data or Beta Carotene data, design and compute 2 contrasts and 2 estimates (other than those done in class or previously). Create your tests and estimates based on what you think is interesting. With the output, write up your results in a few sentences.
6. Consider a study where subjects in 3 groups (e.g., race or treatment) are observed over 3 equally spaced times and some health outcome, y, is measured. Unless otherwise mentioned, include a random intercept for subjects to account for the repeated measures. For simplicity, use 2 subjects per group.
   1. Consider modeling group and time as class variables, plus interaction. Write statistical models and the X matrix for the following cases.
      1. No restriction placed on the model. I.e., write the less-than-full-rank statistical model.
      2. A set-to-0 restriction is placed on the parameters associated with highest levels.
7. Show that the linear trend for one group compared to another (say Group A versus B) is estimable by showing that **L**=**LH**, where the Moore-Penrose inverse is used in calculating **H**. First you need to construct **L**. (As a check, you can repeat using SAS’s g-inverse in calculating **H**, but you don’t need to turn that in.)
8. How would answers in a change an AR(1) structure for **R** is included? (You do not need to rewrite entire models, just what changes).
9. Say that Time is treated as continuous (i.e., not included in the CLASS statement in SAS or factor argument in R). Rewrite the models and X matrices in a. Say the linear term for Time is sufficient. **SEP 23 UPDATE: you only need to do this for one model (less-than-full-rank or full rank).**
10. Say that the times of observation were at 0, 1 and 6 months rather than equally spaced.
    * 1. Would it be appropriate to treat time as a class variable in this case? Explain.
      2. Suggest a structure for **R***i* and write it out.